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ABSTRACT 

This is the s ixteenth of a series of technical  reports 

concerned w i t h  the Telemetry Systems on the Saturn Vehicle. 

As an extension of Technical Report Number 9 ,  a method- 

ology is developed t o  determine the mathematical model which 

relates input t o  output of a telemetry system. 

infeasible  t o  develop the model under the actual  environmental 

conditions , a simulation model re f lec t ing  the l i n e a r i t y  charac- 

t e r i s t i c s  of the t r u e  system is  employed. Three levels  of ran- 

dom noise are recognized as exis t ing i n  the system. 

three levels are respectively considered f o r  the second, th i rd ,  

and fourth degree coeff ic ients  of the  simulated polynomial 

re la t ion,  

Since it is  

These 

The regression analysis , w i t h  orthogonal polynoinials 

technique, is used t o  f ind the curve providing the adequate 

f i t ,  To determine the optimal cal ibrat ion leve ls  and sample 

s i z e  a t  each level, analysio of variance i n  conjunction w i t h  

Duncan's Multiple Range T e s t  i8  employed, 

Under the simulated experhenta l  conditions, two C a l i -  

bration s teps  with f i f t e e n  samples at each s t ep  is s ign i f i -  

cant ly  b e t t e r  than o ther  techniques. 

iii 
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CHAPTER I 

INTRODUCTION 

Summary of Past ~ x p  eriments 

Previous experimentation has indicated that t h e  FM/FM 

telemetry system may be moderately non-linear (1,2).’ To be 

more spec i f ic ,  the  methematical model used a t  present i n  the 

data reduction process for the system relat ionship i s  a fourth 

degree polynomial, 

the output and input of the WFM telemetry system is Lagran- 

gian Interpolation. 

greater  reconstruction errors  than those of least squares 

regression analysis for recognizing the  random e r ro r s  exist- 

ing i n  the system. 

The method used t o  relate funct ional ly  

This method, as shown in (11, possesses 

Referring again t o  (1). a methodology of least squares 

regression analysis coupled w i t h  simulation technique w a s  

recommended t o  estimate the relat ionship present i n  the sys- 

t e m .  This report  a l so  presented the  r e su l t s  of an inves t i -  

gation of the number of cal ibrat ion leve ls ,  N ,  and the num- 

ber of oample s i z e ,  M, required t o  f i t  an appropriate curve 

t o  the output of a telemetry system. 

‘Numbers i n  parentheses throughout the  thesis ind i -  
cate  the reference as l i s t e d  i n  the L i s t  of Reference. -- 

1 
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One of the hypotheses made i n  that invest igat ion 

w a s  that  a cal ibrat ion sequence of more than f ive  leve ls  

might be needed t o  accurately determine the  functional 

re la t ionship between the input and the output of the system. 

Hence the levels  chosen t o  be investigated w e r e  5,7,9, and 

11. 

A second hypothesis was that  the number of sample 

points needed t o  accurately determine the  output at each 

level  w a s  e i t he r  f i v e  or ten. 

Earlier investigations indicated that there was no 

bias  in  the output of the system. 

showed tha t  normally dis t r ibuted random noise existed,  

best estimate f o r  t h i s  noise was that  it w a s  normally d i s t r i -  

These investigations also 

The 

buted with mean zero and some standard deviation re, w h e r e  

re is about 1% t o  1.5% of f u l l  range. Hence i n  Technical 

Report Number 9 ,  the noise var iables  considered w e r e  0.5%. 

1.W, 1.5% and 2.0%. 

The conclusion reported i n  Technical R e p o r t  Number 9 

w a s  t ha t  it would be desirable t o  use f i v e  cal ibrat ion levels 

with a t  least ten samples a t  each level. This report  ale0 
concluded that it would be desirable  t o  invest igate  the feas- 

i b i l i t y  of using less than f i v e  cal ibrat ion leve ls ,  and to  

consider more than ten  samples a t  each level.  

A 

'In s t a t i s t i c s  language, t h i s  means tha t  noise 
can be considered as a random variable .  

I 
I 
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The Present Problem 

This report  is  an extention of Technical Report 

Number 9. 

has been conducted f o r  2 ,  3, 4,  and 5 cal ibrat ion leve ls  

w i t h  5,  10, and 15 samples a t  each level .  The purpose of 

select ing these values is  t o  determine whether o r  not f e w e r  

cal ibrat ion levels  w i t h  an appropriate sample s i z e  are 

adequate t o  describe the relat ionship present i n  the system. 

The meaning of 'adequate' here is that i t  is not statist i-  

ca l ly  s ign i f icant ly  different  from the  'best '  a t  a cer ta in  

confidence level, viz. 95%. If indeed a shorter  cal ibra-  

A simulation of the  type described i n  tha t  report  

t i on  sequence is found t o  be adequate, the costs  and e f f o r t s  

i n  future  cal ibrat ion procedures may be reduced. 

In th i s  report  the following questions w i l l  be 

investigated : 

1. A r e  present standard cal ibrat ion leve ls  ( N = 5 )  

optimal? I f  not,  which a re  the optimal ones; N = 4 ,  3 o r  

2 levels?  

2. Is sample s i z e  a t  each level ,  M = 10, large enough? 

3. Do the coeff ic ients  of the output function which 

is assumed a fourth degree polynomial, within cer ta in  spe- 

c i f i ed  ranges, s ignif icant ly  affect  the select ion of t h e  

optimal M and N? 



In Chapter 11, the  methodology f o r  simulating the 

sys tem outputs and for finding the adequate curves w i l l  be 

developed. The technique of orthogonal polynomial w i l l  be 

used i n  regression analysis, An i l l u s t r a t i o n  w i l l  be pre- 

sented t o  help familiarize the reader with the methodology. 

Chapter I11 i s  devoted t o  estimating the parameters under 

investigation by techniques of s ta t is t ical  analysis,  

presented i n  Chapter I11 is a summary of the r e s u l t s  and 

the  pertinent interpretations.  Chapter I V  summarizes the 

conclusions from t he  preceding chapters. 

Also 

4 



CHAPTER 11 

SIMULATION MODEL 

Simulation Data 

In the determination of an optimal number of cal ibra-  

t i o n  leve ls  and an optimal sample s i z e  a t  each l eve l ,  it 

would be desirable t o  perform an experiment on the ac tua l  

system, However, t h i s  is  not  feasible f o r  several  reasons 

(1); 1. Under actual  environmental conditions, the precision 

could not be varied o r  replicated accurately enough t o  deter- 

mine the two parameters under study. 2. The considerable 

amount of experimentation which would be required f o r  mean- 

ingful  estimates of the paramters  would be in feas ib le ,  

Therefore, the data, instead of being obtained f r o m  actual  

experimentation, w i l l  be generated through the technique of 

simulation. 

ac tua l  environment of t h e  system, data can be generated f o r  

varying conditions, S imla t ion  a l so  allows f o r  repl icat ions 

of a given set of conditions. Moreover, a considerable 

amount of data may be generated rapidly by means of an elec- 

t ron ic  d i g i t a l  computer. 

Using values of precision which reflect the 

In the simulation of the telemetry system, an ac tua l  

5 
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re lat ionship of the system output F(X) t o  input X w i l l  be 

assumed as portrayed i n  equation (1). 

F(X)=Ao + A l X  + A2X2 + A3X3 + A4X 4 + e i  

where, Ak = coeff ic ients  of the function, k = 0,1,2,3,4.  

e i  = random noise, normally, independent1 d i s t r i -  

The reasons f o r  assuming the system relat ionship as a poly- 

nomial of degree four  are  (1) : 

buted w i t h  mean zero and variance C& Y . 

1. Previous studies using 21 l eve ls  f o r  a l l  channels 
i n  an ac tua l  telemetry system indicated that  the 
highest s ignif icant  degree w a s  probably no higher 
than the  fourth degree polynomial and usually less. 

2. For the present standard ca l ibra t ion  sequence of 
f ive s teps ,  the highest degree relat ionship which 
can be estimated is a fourth degree. 

The spec i f i c  factors  t o  be considered i n  t h i s  ex- 

periment may be sumaarized as follows: 

N = ca l ibra t ion  level, i.e., four d i f f e ren t  levels5 
namely 2 ,  3 ,  4, and 5. 

M = sample s i z e  a t  each ca l ibra t ion  leve1,i.e.. three 
d i f fe ren t  levels namely 5 ,  10, and 15. 

3 
For N = 2 ,  samples are taken a t  0 and 5 vo l t s  ( o r  

0% and 100%). For N = 3, samples are taken a t  0.00, 2.50, 
and 5.00 volts ( o r  O X ,  50% and 100%. For N = 4, samples 
are taken a t  0.00, 1.67, 3.33 and 5.00 volts ( o r  O%, 33%. 
67% and l o a ) ,  For N = 5,  samples are taken a t  0.00, 1.25, 
2.50, 3.75, and 5.00 volts (or 0%. 25%, SO%, 75% and 100%). 
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A~ = 2004 

A2 = three d i f fe ren t  levels :  0.00, 0.75 and 1.50' 

A3 = three different  levels: 0.00, 0.30 and 0.605 
5 A4 = three different  levels :  0.00, 0.05 and 0.10 

e i  = three different  levels: 0.276, 0.6% and 1.0% 
of f u l l  range5 

Replications = 5 .  

I l l u s t r a t ion  

In order t o  provide the reader w i t h  a better understand- 

ing of the prac t ica l  aspects of the simulation technique and 

the curve f i t t i n g  procedure, an example w i l l  be presented i n  

t h i s  section. 

These values w e r e  selected a r b i t r a r i l y  fo r  the l inear  
terms of the output function depending an the  range within 
which the digi t ized (dimensionless) output may vary. 

on non-linearity may not s ign i f icant ly  a f fec t  the l i n e a r i t y  
of the actual  system. 
other values w e r e  placed a t  equal intervals .  

4 

'The upper l imits  were so chosen tha t  their e f f ec t s  

Once the upper l i m i t s  w e r e  mt, the 



Suppose a telemetry system exirrted f o r  A. = 25, 

Al = 200, A2 = 0.75, A3 = 0.30 and A4 = 0 .05 ,  then the 

t rue  output may be expressed symbolically by: 

f ( X )  = 25 + 200 X +0.75 X2 + 0.30 X3 + 0.05 X4 

Simulation of the Observed Output 

As mentioned before, the observed output is not coin- 

cident w i t h  the  true output due t o  the existence of random 

noise, ea. Recognizing the  random noise,  the observed out- 

put may be stated as: 

P(X) = 25 + 200X + 0.75X2 + 0 . 3 0 ~ ~  + 0 . 0 5 ~ ~  + ei 

P(X) = f(X) + ei. 

( 3 )  

o r  

It w a s  a l so  mentioned that the e r r o r  e i  w a s  normally d i s -  

t r ibu ted  w i t h  zero mean and variance c&. 
por ts ,  the e r ro r  w a s  commonly expressed i n  terms of precision 

In previous re- 

cp. The re lat ionship between re and rp is: 

r e  
R wp = 100 - (4)  

where, R is ac tua l  f u l l  range of output. 

and G i n  denote the m a x i m u m  and minimum inputs of the  system 

respectively,  then R is  defined by R = f<&-Gin). Sub- 

s t i t u t i n g  & = 5.0 and Gin = 0.0  i n  expression (21, the 

value of the f u l l  range may be obtained as 1097.50. 

If we let Gax 

Suppose the given precision of the system 5 = 0 .6 ,  
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then from equation (4) : 

- 5 . ( R ) =  - (1097.50) = 6,585 
100 b e -  

100 

Once the standard deviation of the  random e r ro r  

i s  determined, the n a t u r e d  normal random numbers i s  used 

t o  simulate the random er ror  e i ,  

0, 

e i  = We times the random normal number (SI 

A random normal number is a random sample value from a nor- 

mal dis t r ibu t ion  with mean equal t o  zero and standard devia- 

t i on  of one. 

generated d i r ec t ly  by a computer as it w a s  done i n  Technical 

Report Number 9 ,  

new random normal number should be selected.  

The value may be found i n  a specif ic  tab le  or 

Each t i m e  a random e r ro r  i m  generated, a 

A set of observed output can then be simulated by 

subst i tut ing a set of random e r ro r s  into equation (3). 

Suppose a ssGple of ten ie desirable at X = 0.0 vol t ,  

then a set of ten random normal numbers should be generated. 

From the values of t h i s  s e t ,  the corresponding ten random 

samples can be computed by expression (5).  Subst i tut ing 

these values i n  equation (31, the observed output are ob- 

tained as l i s t e d  in  colume 2 of Table 1, 
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TABLE 1 

AN EXAMPLE OF SIMULATED OBSERVED OUTPUT 

Sample 
Size 

M = 10 

- 
Y 
2 

~~ 

Calibration Levels in Volts 

0.00 1.25 2.50 3.75 5.00 

24.039 

21,273 

13.819 

17,223 

18 . 145 
21 . 589 
35.668 

30.551 

31.894 

28,846 

266.613 

271.243 

284.216 

278.276 

284.459 

279.613 

264.112 

276.083 

297.415 

275.261 

522.322 

532.871 

532 . 871 
543 . 183 
535,261 

530.408 

52 5 . 674 
528 . 992 
538.817 

536 . 374 

012 . 565 
812 . 565 
812 . 348 
826.223 

809 . 925 
811.525 

811.534 

803.801 

810.219 

812 . 816 

1112 -830 

1111.058 

1106.896 

1113.040 

1113.883 

1107.581 

1120.837 

1117.702 

1108 . 721 
1113 , 455 

24.305 275.929 532.591 812,126 1112.600 

51.211 46.898 38.204 30.871 19 . 814 
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The values of means and variance $ f o r  each cal ibra-  
Q 

t ion  leve l  may be i l l u s t r a t ed  by: 

__ i = 10 .- 

Orthogonal Polynomials 

One method t o  f i t  the empirical data is  the method 

of least squares. The method states tha t  the best represen- 

t a t i v e  curve is tha t  f o r  which the sum of the squares of the 

e r rors  is  a minimum. In the determination of the best curve 

r e l a t ing  t o  the simulated observed data ,  the method of least 

squares i s  used t o  minimize the squaredckviations between 

the  observed and the f i t t e d  curves. 

To determine the coeff ic ients  of the f i t t e d  curve, 

t r ad i t i ona l ly  a system of normal equations is  set up. These 

equations are solved f o r  the unknown coef f ic ien ts ,  e.g., a. 

and al, f o r  a l i nea r  polynomial. In general ,  the values of 

and al, for a quadratic model w i l l  not coincide w i t h  

those f o r  a l i n e a r  model. Hence, whenever a higher degree 

polynomial is f i t t e d ,  the values of the coeff ic ients  should 

be recomputed &nd the  values of the test s t a t i s t i c s  i n  regres- 

s ion analysis  w i l l  be changed. Moreover, the t r ad i t i ona l  m e -  
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thod is  found d i f f i c u l t  i n  pract ice  f o r  solving the normal 

equations f o r  a curvil inear model and s t i l l  maintain su f f i -  

c ient  accuracy. 

The technique of orthogonal polynomials is thus used 

t o  eliminate these disadvantages. In  order  t o  make use of 

t h i s  technique, the output function is rewritten as (61, 

F(P) = bopo + blPl + bpP2 + b3P3 + b4P4 ( 6 )  

where the P 's  are orthogonal polynomials and the b ' s  are 

coeff ic ients .  The values of orthogonal polynomials depend 

on the  method of coding t h e  inputs X ' s  and number of cali- 

bration levels  used. In  the  previous example the inputs 

are cal ibrated a t  0.00, 1.25, 2 .50 ,  3.75 and 5.00 volts and 

coded as shown i n  equation ( 7 )  . 
X - 2.50 Z =  

1.25 

( 7 )  

Then the re la t ions  between the  coded input Z and the ortho- 

gonal polynomials through tne fourth degree are: 

Po = 1 

Pl = z 
= Z2 - (N2-1 ) /12  p2 
= Z3 - ( 3 N 2  - 7)  2/20 p3 



13 

Referring to  equations ( 7 )  through ( 1 2 ) .  the necessary 

computations for the P ' s  are exhibited in  Table 2 ,  

can also be obtained by substituting into equations (13)  

through ( 1 7  ) . 

The b ' s  

5 .r PoYi 
i = 1  2757 . 551 

bo = *- ='- = 551 . 510 
1=1 Fp20 

bl= 

b2 = 

5 

ill 
r. Pf 

5 

i=l 
C p2Yi 

b4= 

2712.787 
10 

120.573 

271.279 

- -  = = 8.612 
5 14 

Pj: 
i=l 

5 

15.90i 
10 

5 

70 

P 1.590 

-19 . 769 
= -0.282 

(15) 

(16) 

( 1 7 )  

'The properties of  orthogonal polynomial ani the ir  
rationales can be found in  Technical Report Number  9 .  



TABLE 2 

COMPUTATIONS FOR ORTHOGONAL POLYNOMIALS 

( L e f t )  

X 

0,oo 

1.25 

2.50 

3.75 

5.00 

Sum 

- 

Z 

- 
-2 

-1 

0 

1 

2 - 
- 

24.305 

275.929 

532.591 

812.126 

U12.600 

1.25 

2.50 

3.75 

5.00 

-48.610 

-273.929 

0 

812. I26 

2225.200 

2712.787 
-- 

Orthogonal Polynomials 

1 1 - 2  4 2 4 - 1  1 1  1 

1 1  -1 1 -1 1 2 4-416 

1 1  0 0 - 2  4 0 0 6 3 6  

1 1 1 1 -1 1 -2 4-4 16 

1 1  2 4 2 4 1 1 1  1 

5 10 14 10 70 

48 , 610 

-275.929 

-1065.182 

-812.126 

2225.200 

120 . 573 

-24.305 

551.858 

0 

-1624.252 

1112.600 

15.901 

P4Fi 

24.305 

-1103.716 

3195.546 

-3248 , 504 

1112 . 600 

~~~ 

-19,769 

POTi 

24.305 

275,929 

532 , 591 

812.126 

.112.600 

757 . 551 

590.733 

76136.813 

283653.173 

659548.640 

1237878.760 

2257808.119 
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These values are unchanged, once obtained, for e i t h e r  l i nea r ,  

quadratic,  cubic, quar t ic  o r  qu in t ic  polynomials. 

F i t t i ng  an Adequate C u m  t o  the Simulated Data 

Recall t ha t  the  actual mla t ionship  of the system was 

assumed expressed by a polynomial. 

also be f i t t e d  by a polynomial, 

the  expression Y = 551.510P0 + 271.279 Pl is used t o  f i t  

the  data. To test whether t h i s  l inear  model provides an 

adequate fit ,  the technique of regression analysis  w i l l  be 

employed , 

The observed data  may 

Beginning with a l inear model 

The computations for obtaining the necessary sum of 

squares are as follows: 

SST denote sum of squares f o r  bo, bl, means of the  l i nea r  

model, e r r o r  and t o t a l  respectively,  then 

L e t  SSbo , ssbl, S%, SSe and 

= 22578081.190 - 15208175.036 - 7359213.308 

= 10692.846 
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C 

2 J 

sse = rM - re 
1 

= g(51.211 + 46,898 + 38.204 + 30.871 + 19.814) 

= 1682.982 

+ SS + SS, = 7371589.136 
ssT = SSbl M1 

The analysis  of variance i s  presented i n  Table 3, where 

the  confidence level is 95%. Since t h e  variance r a t i o  of 

mean t o  e r r o r  i s  greater than the  s ign i f icant  level ,  the hy- 

pothesis t h a t  the  chance var ia t ion of the l i nea r  model is  

less than 5% i s  rejected.  I t  is then  concluded tha t  the 

Linear  model w i l l  introduce significanthaccuracy i n  f i t t i n g  

t h e  observed data. 

TABLE 3 

THE ANALYSIS OF VARIANCE FOR THE LINEAR MODEL 

Expected 

leve l  

Source of Sum of df Variance F Value 
Variance Squares Mean Squares Ratio a t  95% 

Linear 7359213.308 1 7359213.308 

Mean 10692 , 846 3 3564.282 

Error 1682.982 45 37 . 400 
Total 7371589.136 49 

95,302* 2.815 

*Significant a t  95% confidence level .  
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Since the  l i n e a r  model f a i l e d  t o  properly f i t  t he  

da ta ,  a quadratic model w i l l  be used next. In the curve- 

f i t t i n g  recursive process, t he  lower degree coef f ic ien ts  of 

the orthogonal polynomial a r e  unchanged. I n  the  previous 

example, bo and bl w i l l  remain 551.510 and 271.279 respective- 

l y  f o r  t h e  second degree polynomial. The second degree coeff i -  

c ien t  b however, w i l l  be obtained by expression (15). There- 

f o r e  the  new f i t t i n g  curve becomes Y = 551.510 Po + 271.279 
2 

Pi + 8.612 P2. 

Again, t he  sum of squares f o r  b2 and the  new mean can 

be computed: 

An analysis  o f  variance f o r  t h i s  quadratic model w a s  

perfomed and the  results a re  shown i n  Table 4. The variance 

r a t i o  is  s t i l l  s ign i f icant  a t  t h e  95 X confidence l eve l ,  and 

thus the  hypothesis t h a t  t he  e r ro r s  of t h i s  quadratic model 

are due t o  chance i s  s t i l l  re jected.  I n  o ther  words, t he  

quadratic model is  not adequate t o  describe the set of observed 

data. 
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Variance 
Ratio 

TABLE 4 
THE ANALYSIS OF VARIANCE FOR THE QUADRATIC MODEL 

Expected F 
Value a t  
95% Level 

Source of 
Variance 

Total  

Linear 
Quadratic 
Me an 
Error 

- 

7371589 136 49 

Sum of 
Squ a r  e s 

7359213.308 

308.668 
10384.178 

1682.982 45 

Mean Squares 

7359213.308 
10384.178 

154.334 
37 0400 

4.127':' 3.205 

25 

"Significant a t  95% confidence leve l .  
Then a cubic model, equation ( I S ) ,  was used t o  f i t  the  data: 

Y = 551.510 Po + 271.279 P1 + 8.612 P2 + 1.590 P3 (18)  

The value of b i s  computed i n  equation ( 1 6 )  where the sum 

of squares f o r  b and the cubic mean a re  given by: 
3 

3 

- SSb = 55.826 
M3 0 - ssb 1 - ssb2 3 

SS = MPfi - SSb 

The variance r a t i o  f o r  the cubic model indicated tha t  
i t  i s  not s ign i f icant  a t  the 95% confidence leve l .  Hence 
the cubic model as  related i n  equation (18) i s  determined 
t o  be the tcue re la t ion  o f  the system. 



TABLE 5 

THE ANALYSIS OF VARIANCE FOR THE CUBIC mDEL 

Linear 

Quadratic 

Cubic 

Mean 

Error 

Total 

I 
7359213.308 

10384.178 

252.842 

55.826 

1682.982 

7371589.136 

df 

~ ~~ 

1 

1 

1 

1 

45 

49 

Mean Squares 

7359213.308 

10384.178 

2 52 . 842 
55.826 

37.400 

Variance 
Ratio 

1.493 

Expect- 
ed F 
Value 
a t  
95% 
l eve l  

4.055 

A conceptual p lo t  of the f i t t e d  curve versus t h e  actual 

curve of the  system is shown i n  Figure 1, and a general layout 

of analysis of variance i s  displayed i n  Table 6. 

When t h e  appropriate degree of t h e  polynomial is 

determined, i t  may be desirable t o  estimate the  accuracy and 

precision f o r  t h i s  model. The accuracy and precision may be 



t t ed  Curve 

Input 

F I G U R E  1 A CONCEPTUAL PLOT OF T H E  F I T T E D  CURVE 
V E R S U S  THE A C T U A L  CURVE OF THE SYSTEM 



TABLE 6 

A GENERAL LAYOUT OF ANALYSIS OF VARIANCE 

Source of 
Variance 

I 

bl 

b2 

0 

0 

0 

% 

Mean 

Error 

Total 

Sum of Squarer 

ss 
bl 

Degrees 
F Freedon 

1 

1 

0 

0 

1 

N-k-1 

N(M-1)  

NM-1 

Man 
Squares 

21 

Variance 
Rat i o  

2 2 
'bl 'M 

s 2 / s ;  
b2 

0 . 

s 2 / s ;  
bk 
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estimated by the mean variance f o r  the  mean and the  mean 

variance f o r  the error respectively, 

the  average range of the output is 1088.296. 

the  precision is: 

Computed from Table 1, 

The estimate of 

The estimate of the accuracy is: 

= lOOJ(55.826 - 37.400) / 10/1088.296 = 0.125% 

Note tha t  the values of the estimates are i n  percent of full 

range . 
Criteria For the Selection of Parameters 

As a measure of the effectiveness of the  f i t t e d  (regression)  

curve Y t o  t he  data  f ( X ) ,  the standard e r ro r  f o r  these t w o  

curves are computed. By sampling a large amount of equispaced 

input values, say 100 i n  t h i s  experimentation, we  can obtain 

a set of corresponding outputs f o r  these two curves. The stan- 

dard e r ro r  of the f i t t ed  curve is then defined by equation (191, 
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where f(X) and Y are as defined i n  (2)  and (18) respectively. 

As an i l l u s t r a t i o n ,  Table 7 demnst ra tes  how the  standard 

e r rors  a r e  obtained. 

values as i n  t h i s  experiment, f i ve  equispaced inputs are 

used f o r  simplicity.  FromTable 7 and equation (191, the  

Instead of subst i tut ing 100 input 

standard e r ro r  is thus equal t o  0.298. 
Y *X 

For fur ther  comparison, the  standard error is commonly 

expressed i n  percent of full range, viz . ,  

r y * x  1.7762 

R 1097 5 
Standard Error i n  % = 100 - = 100 = 0.162 (20)  

Note tha t  the  f i t t e d  curve and i ts  standard e r r o r  i n  the 

series of the  previous examples are only f o r  a set of spe- 

c i f i c  conditions: drawing ten samples (or M = 10) a t  each 

of the  f i v e  cal ibrat ion steps (or N = 5)  f o r  the spec i f i c  

input-output re la t ionship,  P(X) 

X3 + 0.05 fi + ei, w i t h  precision ($ 3 0.6%. 

these spec i f ic  values is changed, a new f i t t ed  curve and a 

new standard ermr i n  percent is obtained. 

under study are investigated,  the t o t a l  possible number of 

25 +ZOO X +0.75 X2 + 0.30 

I f  any one of 

I f  all the  levels 
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Corn. V a l  
From Y 

24.586 

274.799 

534.286 

810.997 

1112 . 880 

TABLE 7 

AN EXAMPLE FOR COMPUTING STANDARD ERROR OF A FITTED CURVE 

(Y-f(X>I2 , A c t . V a l .  Y-f(X) 
FromflX)  

25.000 -0.414 0.171 

276.880 -2.081 4.331 

536.328 -2.042 4.169 

811.255 -0.258 0.067 

1112 . 500 0.380 0.144 

x z  

0.00 

1.25 

2.50 

3.75 

5.00 

SUm 

' 0  PlPP2 p3 

-2 

-1 

0 

1 

2 

1 -2 2 -1 

1 -1 -1 2 

1 0 - 2  0 

1 1 -1 -2 

1 2 2 1  

8 . 882 

f i t t e d  curves and t o t a l  p o s s i b l e  number o f  percentage standard 

a m r  would be 48607. 

This i s  obtained by the products of all p o s s i b l e  levels, 7 
viz., 4 x 3 ~ 3 ~ 3 ~ 3 ~ 3 ~ 5  = 4860. 
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A computer s imula t ion  program was wr i t t en  t o  generate 

these 4860 values of percentage standard error .  

of steps u t i l i zed  is the  one previously outlined i n  t h i s  

Chapter. 

i n  Appendix C of Technical Report Number 9 ,  w i t h  some s l i g h t  

modifications t o  account f o r  the d i f fe ren t  conditions . 

The sequence 

The computer program is s imi la r  t o  the  one shown 

Instead of showing i n  th i s  thesis the lengthy computer 

program and corresponding pr intout ,  these have been f i l e d  f o r  

fu tu re  reference i n  the Systems Engineering Group Laboratory, 

Bureau of Engineering Research, University of Alabama, 

ever, a sample of the program's pr intout  of values f o r  the 

percentage standard e r r o r  is exhibited i n  Table 8 .  Note that 

although the i n i t i a l  conditions remain unchanged, no value 

of the repl icat ions is ident ical  t o  that obtained using equa- 

t i on  ( 2 0 ) .  

of drawing ident ica l  random normal numbers , 

How- 

T h i s  can be at t r ibuted to the small probabi l i ty  
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TABLE 8 

A SAMeU OF THE m U T E R  P I ' S  PRINTOUTS 

FOR THE PERCERTAGE STANDARD ERRORS 

A2 A3 A4 Up N M 

0.00 

0.00 

0.00 . . 
0:75 

0.75 

0.75 

0.75 

0.75 

0.75 

0.75  

0.75 

0.75 

0.75 

*0.75 

0.75 

0.75 

0 . 
1.50 

0.00 

0.00 

0.00 

0.30 

0.30 

0.30 

0.30 

0.30 

0.30 

0.30 

0.30 

0.30 

0.30 

0.30 

0.30 

0.30 

0.60 

0.00 

0.00 

0.00 

0.05 

0.05 

0.05 

0.05 

0.05 

0.05 

0.05 

0.05 

0.05 

0.05 

0.05 

0.05 

0.05 

0.10 

02 2 5 

- 2  2 10 

02 2 1 5  

.6 2 5 

.6 2 10 

.6 2 1 5  

.6 3 5 

.6 3 10 

.6 3 15 

.6 4 5 

,6  4 10 

.6 4 1 5  

.6 5 5 

.6 5 10 

.6 5 15 

1.0 2 5 

1.0 5 15 

~ ~- 

Replications 

-033 ,086 ,078 -083 

.030 -053 .022 .039 

.064 -062 -025 .008 

.217 .419 -205 

.124 .167 -154 

-245 .169 -117 

-177 -137 .192 

-189 ,270 - 0 4 1  

-108 ,197 ,121 

-380 -383 ,357 

.151 .286 .202 

-146 .278 .318 

-266 .217 - 2 4 1  

-190 -228 -301  

.287 ,070 .195 

-397 ,422 .420 

. 126 

.067 

. 130 

. 248 

-229 

-156 

. 344 

. 184 

. 106 

0151 

,270 

.045 

.226 

.062 

.036 

.040 

.093 

.090 

. 138 

,202 

.377 

, 053 

-268 

.163 

.099 

.307 

.098* 

.116 

. 242 

0212 

*This r o w  has the same conditions as  in equation (3).  
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ESTIMATION O F  PARAMETERS 

Factorial Exp eriment 

It is important t o  reca l l  that  the terminal object ive 

of t h i s  investigation i s  t o  determine the parameters, number 

of cal ibrat ion levels  and sample s i z e  a t  each level ,  f o r  

which the percentage standard error is a minimum. For t h i s  

purpose, the e r rors  associated w i t h  a l l  l eve ls  of each fac- 

t o r  are computed. Hence the foregoing experiment r e s u l t s  i n  

a f a c t o r i a l  experiment w i t h  s i x  fac tors  (namely, A 2 ,  A 3 ,  A4, 
S, M, and N) 8 w i t h  five repl icat ions taken i n  each c e l l .  

Tabie 9 portrays the s i x - m y  f a c t o r i a l  experiment in which 

each cell is  a sum of f i v e  replications.  

Assumptions 

Pr ior  t o  applying the technique of variance analysis ,  

cer ta in  assumptions should be m e t  (4):  

8S denotes the  precision cr , whereas A A3, A4, M and 
N share the same notation as inp Chapter 11: 

27 
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X w 
4 
4 
H 

m 
m 
N 

0 

0 
0 
4 
0 

In0 
a a  
m a  
0 0  
. .  

-00 

m w m  
0 0 0  

-4 

* 0 
0 I' 

1 1 I 1 
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m 

m 
rl 

0 
rl 

m 

m 
rl 

0 
rl 

m 

rl 

0 
d i cr\ 

4 

' c v  
4 . I I rl I 
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1. The sampled population is normally dis t r ibuted.  

2. The variance of the  e r ro r s  within a l l  levels of 
each fac tor  is homogeneous . 

3. The experiment must be repeatable, 

Since the experiment was simulated, it followed tha t  these 

assumptions w e r e  natural ly  m e t .  

must be tha t  a l l  the e f fec ts  are additive. 

it is assumed t h a t  the  simulated data m e t  t h i s  requirement. 

An additionalassumption 

I n  t h i s  analysis 

Component s 

In the  present case, a six-way analysis of variance 

with repl icat ions w a s  used, The t o t a l  variance can be par- 

t it ioned in to  63 components , viz. : 

1. Main ef fec ts  

c6 = 6 
1 

2. F i r s t  order interactions 

c; = 15 

3 . Second order interact  ions 

c6 = 20 
3 
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4. Third order interactions 

C6 = 15 
4 

5 .  Fourth order interact  ions 

C6 = 6 
5 

6 .  Fif th  order interactions 

c6 = 1 
6 

These components represent a l l  possible e f fec ts  f o r  the s i x -  

way f a c t o r i a l  design. However, i n  t h i s  thesis only main 

e f f ec t s ,  f i r s t  order  interactions and second order  interact ions 

w e r e  par t i t ioned out while the  higher order in te rac t  ions w e r e  

pooled w i t h  the  random noise. 

s ince  

It is f a i r l y  safe  t o  do th i s  

t h e  variances of higher order interact ions a re  re la -  

t i ve ly  small as compared t o  the e r r o r  variance and become 

even smaller as the order of  the interact ions increase (3,4, 

Table 10). Furthermore, even i f  these higher interact ions 

w e r e  presented, they would be d i f f i c u l t  t o  in te rpre t  i n  

p rac t i ca l  terms (4). 

Mathematical Model 

Hence, the mathematical model f o r  the experimental 

design may be expressed as follows: 
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TABLE 10 

THE ANALYSIS OF VARIANCE OF THE SIMULATED DATA 

Source of 
Variance 
--- 
N 

M 

Af 

A 3  

A4 

S 

N X M  

N X A2 

N X A3 

N X A4 

N X S  

M X A2 

M X A3 

M X A4 

M X S  

A2XA3 

A2XA4 

A2X S 

*3X A 4  

A3X S 

A4X S 

__I-- 

sum of 
Squares 

2 . 044 

7 . 553 

0.015 

0.135 

0.201 

13 . 030 

0.097 

0.031 

0 . 092 

0.283 

0.792 

0.050 

0 . 043 

0 . 119 

2.217 

0.044 

0 . 066 

0.039 

0.155 

0.154 

0.076 

Degree 
of 

Freedon 

3 

2 

2 

2 

2 

2 

6 

6 

6 

6 

6 

4 

4 

4 

4 

4 

4 

4 

4 

4 

4 

-1 

Mean 
Square 

0.681 

3.777 

0.008 

0.068 

0.101 

1.515 

0.016 

0.005 

0.015 

0.047 

0.132 

0.013 

0.011 

0.030 

0.554 

0,911 

0.017 

0.010 

0.039 

0.039 

0.019 

--- 
F Ratio 
t o  Error 
Mean Square 
-A- -- 

74.84 

415.05 

0.87 

7.47 

11 . 09 

2364.69 

1.76 

0.54 

1.65 

5.16 

14.50 

1.43 

1.21 

3 .Q9 

60,87 

1 .21  

1.86 

1.09 

4.29 

4.29 

2.08 

** Signi f icant  a t  99% confidence l e v e l .  

~~ ~ 

keore t i ca l  F 
Value a t  
I_ 1% l e v e l  -__ 

3.78 

4.61 

4.61 

4.61 

4.61 

4.61 

2.80 

2.80 

2.80 

2.80 

2.80 

3.32 

3.32 

3.32 

3.32 

3.32 

3.32 

3.32 

3.32 

3.32 

3.32 

** 
** 

** 
** 
** 

** 
** 

** 

** 



Source of 
Var iance  

~~ ~ 

N X M X A  

N X M X A  

N X M X A  

N X M X S  

N X A2X A 

N X A2X A 

N X A2X S 

N X A3X A 

N X A3X S 

N X A4X S 

M X A2XA3 

M X A2X A 

M X A2X S 

M X A3X A, 

M X A3X S 

M X A4X S 

A2X A3X A, 

A2X A3X S 

A2X A4X S 

A3X A4X S 

E r r o r  

- 
Squares 

0 . 064 

0.194 

0.258 

0 . 183 

0.076 

0.103 

0 . 146 

0.243 

0,072 

0.431 

0.102 

0,099 

0.079 

0.065 

0.073 

0,134 

0.076 

0.078 

0.092 

0.119 

-1 . 507 

Total 101 . 430 
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TABLE 10 (Continued) 

Degree 
of 

Freedon 

12 

12 

12 

12 

12 

12 

12 

12 

12 

12 

8 

8 

8 

8 

8 

8 

8 

8 

8 

8 

4576 

48 59 

Mean 
Square 

0.005 

0.916 

0.022 

0.015 

0,006 

0 . 009 

0,012 

0.020 

0,006 

0.036 

0.013 

0.012 

0.010 

3.008 

0.009 

3.017 

?.OlO 

1.010 

3.012 

3.015 

1.0091 

F R a t i o  
to E r r o r  
Mean Squarc 

0.55 

1.75 

2.41 

1.65 

0.65 

0.01 

1.31 

2.11 

0.65 

3.95 

1.43 

1.31 

1.09 

0.87 

0.10 

1.86 

1.09 

1.09 

1.31 

1.65 

T h e o r e t i c a l  F 
Value of 

1% l e v e l  

2.18 

2.18 

2.18 ** 
2.18 

2.18 

2.18 

2 -18  

2.18 

2-18  

2.18 ** 
2.51 

2.51 

2.51 

2.51 

2.51 

2.51 

2.51 

2.51 

2.51 

2.51 

** S i g n i f i c a n t  at  99% conf idence level .  
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L e t  N i ,  M j ,  (A2Ik ,  (A3119 and Sn respectively 

denote various levels for main e f f ec t s  of the cal ibrat ion 

levels, t he  sample s i z e ,  the second-degree coef f ic ien t  and 

the precision, Then the  values of the response Xijklmp is : 

+ 15 f i r s t  order interact ions 

+ 20 second order in te rac t ions  

+ ep (ijklmn) 

Now a l l  possible e f fec ts  through the second order  i n t e r -  

act ions may be symbolically l i s t e d  as follows: 

1, Main effects: 

N M S A 2  A3 A4 

2 .  First-order in te rac t ion  e f fec ts :  

N X M  N X A2 N X A2 N X Ag 

M X A3 A2 X Ag N X A3 M X A4 

A2 A 4  A3 A4 ' N X S  M X  S 

A2 X S A3 X S A b  X S 
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3. Second-order interact ion effects :  

N X M X A 2  N X M X A g  N X A2 X A3 M X A2X A3 

N X M X A 4  N X A2 X A4 M X  A2 X A4 N X A3X Ab 

A2X A4X S M X A3 X Ab N X M X S N X A 2 X S  

M X A 3 X S  N X A 3 X S  M X A 3 X S  A 2 X A 3 X S  

N X A 4 X S  M X A 4 X S  A Q X A 4 X S  A 2 X A 3 X A 4  

Analysis of Variance 

In order  t o  compute t h e  sum of squares for various 

sources, the data i n  Table 9 has been generated and cmss- 

classified in to  some 48 computational tables .  

might be computed by using a desk calculator.  

this thesis, most tables  are obtained by a set of computer 

programs wri t ten i n  Fortran 11, t o  save laborious work and 

t o  obtain the necessary accuracy. 

c lass i f ica t ion  computational tables are also s tored  i n  the 

Systems Engineering Laboratory, Bureau of Engineering Research, 

University of Alabama. 

These tables 

However i n  

The programs and the cross- 

After Table 9 has been properly c l a s s i f i ed ,  the 

table of analysis  of oariance (or ANOVA t ab l e )  can be obtained 

as displayed i n  Table 10. Since the levels  of all s i x  fac tors  
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were assumed f ixed,  the  F ra t io  for each source is obtained 

by dividing its respective mean square by the  e r ror  mean 

square. Referring t o  Table X ( 7 1 ,  the  theore t ica l  F values 

a t  the 99% confidence leve l  may be found and are displayed 

i n  the  last column of Table 10. 

T e s t  of Significance 

Table LO indicated that  each main effebt  except Ap 

is s igni f icant ly  different  a t  the 99% confidence level. 

these f i v e  s ignif icant  e f fec ts ,  the  f ac to r  precision w a s  t he  

mst s ignif icant  one. The second most s igni f icant  e f fec t  w a s  

due t o  M, the  number of cal ibrat ion levels .  

s ignif icant  e f f ec t  w a s  due t o  the various numbers of C a l i -  

bration levels  N, A s  shown i n  Appendix B-1, the  e r rors  

associated with two ,  three,  four and five l eve ls  w e r e  

176,928, 200.719, 243.553 and 223,523 respectively.  It i s  

in te res t ing  tha t  the l e a s t  e r ro r  w a s  obtained when only t w o  

leve ls  w e r e  used. 

Of 

The th i rd  most 

It w a s  a l so  found that  A3 and A4 we* s ta t i s t ica l ly  

significant . 
Of the  interact ions,  f i ve  f i r s t  order and two second 

order interactions w e r e  found t o  be mbderately s ignif icant .  

These were: 

and N X A4 X S, 

N X Ab, N X S, M X S, M X S, A3 X S, N X M X Ah 
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components of Variance 

One of the  means t o  know the  weight of each component 

i n  the t o t a l  variance is t o  estimate the components of var- 

iance. 

Table 11 which represented the Expectation of Mean 
9 Squares w a s  established according t o  the Rule of EMS. 

order t o  determine the components of variance, the observed 

man squares w e r e  set equal t o  the  expected mean squares, 

and solved by means of a s y s t e m  of equations f o r  the best 

estimates of the components, 

listed i n  the las t  column of  Table 11. 

fur ther  comparisons, each expected variance w a s  expressed i n  

In 

These expected variances are 

For t h e  purpose of 

percentage of t he  t o t a l  variance which is 0.027448 as present- 

ed i n  Table 12. The variance of precis ion,  48.363 of the 

t o t a l  variance, revealed its tremendous e f f ec t  on the whole 

system, Hence, any improvement in system precision may great ly  

assist i n  obtaining more accurate estimation. 

'EMS ru l e  is a ru l e  for  s e t t i ng  up the t ab le  of Expected 
Mean Squares, The ru le  could be found i n  (4). 
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EMS R u l e  E x p e c t e d  
V a r i a n c e  F F F F F F R  

N N A2A3A4S e Component 

N 0 3 3 3 3 3  5 4 + 1 2 1 5  %2 = ,681 .000553 

M 4 0 3 3 3 3 5 G2+ 1620 = 3.777 -002326 

4 3  0 3 3 3 5 r 2 + 1 6 2 0  r2 = ,008 ,000000 A2 e 

4 3 3 0 3 3 5  4 + 1 6 2 0  c 2 =  -068 ,000036 A3 e 

4 3 3 3 0 3 5  % + 1 6 2 0  = -101 .000057 

S 4 3 3 3 3 0 5 + 1620 = 21.515 ,013275 

NXM 0 0 3 3 3 3 5  r +  405 GM= ,016 .000017 

-2 0 3 0 3 3 3 5  $ +  405 0- - .005 .OOOOOO 

0 3 3 0 3 3 5  c +  405 &; -015 ,000015 NxA3 e 

0 3 3 3 0 3 5  Q +  405 r 2 =  ,047 ,000093 -4 e 

NXS 0 3 3 3 3 0 5 c2+ 405 %s= .132 .000304 e 

4 0 0 3 3 3 5 + 540 &; -013 ,000007 MxA2 e 

4 0 3 0 3 3 5 W e +  540 - -011 .000003 

4 0 3 3 0 3 5 U2+ 540 &= .000039 
4 

Component 4 3 3 3 3 3 5 E x p e c t e d  Mean Square of the 

i n  Column 1 
2 

le 

A2 

A3 
2 2 

A4 
2 2 

2 2 

2 2 

2 

A4 

e 

2 

2 

N u 4  
2 

2 

2 2 

-3 -3 

-030 -4 e 
d 1 

T a b l e  11 

THE ANALYSIS OF COMPONENTS OF VARIANCE 
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6, 2 + 540 c2 = ,019 

2 = -005 + 135 d 

+ 135 2 = .016 

AkXS 
7 

Ge- -2 

oe m-3 

‘e -4 
2 2 = ,022 + 135 

Component 

MXS 

A2XA3 

.000028 

.OOOOOO 

.000013 

,000096 

NXMXA2 

NXMXA3 

Nx-4 

NXMXS 

NxA2xA3 

-ZXA4 

-zxs 

Table 11 (Continued) 

2 2 
Q e + 135 rm == ,006 

2 3  

EMS Rule I 

.OOOOOO 

F F F F F F R  
4 3 3 3 3 3 5  
N M A2A3A4S e 

= .012 2 2 u- + 135 e 

Expected Mean Square 

,000022 

4 0 3 3 3 3 5  

4 3 0 0 3 3 5  

4 3 0 3 0 3 5  

4 3 0 3 3 0 5  

4 3 3 0 0 3 5  

4 3 3 0 3 0 5  

4 3 3 3 0 0 5  

0 0 0 3 3 3 5  

0 0 3 0 3 3 5  

0 0 3 3 0 3 5  

0 0 3 3 3 0 5  

0 3 0 0 3 3 5  

0 3 3 3 0 3 5  

0 3 0 3 3 0 5  

2 2 
Ce + 540 ‘ms = 0554 

de 
2 2 

+ 540 ‘A2u3 = .011 

2 2 
‘e + 540 ‘A a = .017 2 4  

2 = ,010 V + 540 
e A2XS 

2 2 = ,039 

+ 540 r2 = ,039 

+ 540 $ XA 
r e  3 4  

A3XS 

of the 
Component 

I 
.001009 I 

i 

.000003 

.000011 

.000003 

.000056 

,000056 

3 I 

3 3 

.oooooo 



Expected 
Variance 
of the 
Component 
i n  C o l u m n  1 

. 

, 000081 

, 000000 

, 000150 

, 000022 

, 000017 I 
, 000006 

f 
Component 

NXA3XA4 

MxA3xs 

MXAXS 4 

M X A X A  4 0 0 3 0 3 5  I 2 4 /  

EMS Rule 
F F F F F F R  
4 3 3 3 3 3 5 
N M A2A3A4S e 

O 3 3 O O 3 5 

4 0 3 0 3 0 5  

4 0 3 3 0 0 5  

MXAXS 4 0 0 3 3 0 5  
I 2 1  

MxA2xA3 
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4 0 0 0 3 3 5 

Table 11 (Continued) 

MxA3XA4 

MxA3xs 

4 0 3 0 0 3 5 

4 0 3 0 3 0 5  

Residual1 1 1 1 1 1 1  

Expected Mean Square 

2 2 
+ 135 fm XA = ,020 

= ,006 

= ,036 

= ,013 

3 4  
2 

cr e + 180 G 3 X S  
2 2 

d + 180 d 
e MxA4xs 

&2=3 e 

e m 2 X A 4  

c2+ 180 

Q 2 +  180 r 2  = ,012 

= ,010 

= ,008 2 c:+ 180 (r 
-3=4 

C2+ e 180 L3,, = ,009 

2 
be + 180 &,XS = ,017 

2 

2 3 4  
C2+ 180 5 XA XA = ,010 
e 

2 

2 3  
2 

62+ 180 5 XA xs = .010 
e 

d + 180 @ 
e ~ 2 ~ 4 x S  

U + 180 $ xA xs e 

= ,012 2 

2 2 
= ,015 

3 4  
2 1 %  = ,009 

, 000000 

, 000000 

, 000044 

, 000006 

, 000006 

, 000017 

, 000033 

, 009000 
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Table 1 2  

COMPONENTS OF VARIANCE I N  PERCENT O F  TOTAL VARI4NCE 

Total  Variance = 0.027448 

jomponent 
of 

rariance 

S 

M 

N 

A4 

A3 

A2 

MXS 

NXS 

N=4 

A3m4 

% of 
Total  
Variance 

48.36 

8.47 

2.01 

. 2 1  

-13 

. 00 
3.67 

1.10 

33 

020 

. 20 

. 14 

. 10 
Residual 1 32.78 

A3XS 

I 
-4 
A4XS 

I 

i Component; % of 

of 1 Total  
Variance , Variance 

! 

NxA3 

m 2  

A2XA4 

-3 

A2XA3 
A2XS 

NxA2 

-4 

NxA3xA4 

MxALIxs 

NXA4XS 

NXMXS 

A3XAbXS 

NXM 

. 05 

. 04 

. 02 

. 01 

. 01 
01 

. 00 

. 55 

. 34 

. 29 

. 16 

16 

. 1 2  

. 06 

Component 
of 

Variance 

-2=3 

-2=4 
A2Xc14XS 

N-3 
MxA2xs 

mu2 

NXAQXS 

-3=4 

m3xs 

A2XA3XA4 

-ZXA4 

A2XAQXS 

-2=3 
N2CA2XS 

'0 of 
rota1 
Jariance 

-08 

. 06 

. 06 

. 04 

.02  

* 02 

. 00 

. 00 

. 00 

. 00 

. 00 

. 00 
00 

. 08 
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Next t o  the precis ion va r i ab i l i t y ,  the e r r o r  var iab i l -  

i t y  accounts f o r  32.783 of the  t o t a l  va r i ab i l i t y ,  

va r i ab i l i t y  may r e su l t  par t ly  from the random er rors  and 

pa r t ly  f r o m  pooling the  t h i r d  order and higher order i n t e r -  

actions. 

r e l a t i v e  to  the random error ,  a s l i g h t  bias  may r e su l t  i n  

the estimation of the  e r m r  variance. 

The sample s i z e  M, and number of ca l ibra t ion  levels 

This error 

Since these higher order interact ions were small 

N, also contributed considerable e f f ec t s ,  viz. ,  8.47% and 

2.01% respectively. However, the coeff ic ients  A*, A3 and 

A4 contributed much less. 

Most of t he  first order interact ions indicated nonsig- 

n i f ican t  contributions except f o r  MXS and NXS which contr i -  

buted m o r e  than 1%. In Table 12, it can be seen that  contr i -  

butions by second-order interact ions a r e  very small. 

of them contributed less than 0.01%. It is very l i k e l y  

that  interact ions of higher order w i l l  even becoke much 

smaller. 

Many 

The Significant Main Effects 

The analysis of variance technique indicated that the 

main e f f ec t s  N, M, and A4 are s igni f icant .  

r e su l t s  do not indicate  which of the individual levels of 

each fac tor  w e r e  s ignif icant ly  d i f f e ren t  from one another. 

To obtain this  goal, several a l t e rna t ive  mcthods may be used 

(1). However, Duncan's Multiple Range T e s t  w i l l  be employed 

However, the 
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i n  t h i s  analysis, 

l a rger  Type I e r ro r  and smaller Type I1 e r r o r  than others ,  

it is m o r e  l i ke ly  to  re jec t  the  n u l l  hypothesis and less 

l i k e l y  t o  accept the a l te rna t ive  hypothesis. In t e s t i n g  

hypothesis of the parameters f o r  the  telemetry system, we  

w i s h  t o  use a technique which is  sens i t ive  t o  the detection 

of a small difference, 

Since the test has the  properties of 

For those main effects  of significance i n  the analysis,  

Duncan's W l t i p l e  Range Technique w a s  fu r the r  used, 

necessary computations and procedures f o r  various f ac to r s  

a r e  illustrated i n  Appendix B, f r o m  B-1 through B-15, 

r e s u l t s  of t he  tests are sunmarized i n  Figure 2 .  

are ranked i n  ascending o r d e r ,  

scored by the same l i n e  are s igni f icant ly  d i f fe ren t  and con- 

vexsely, 

The 

The 

The leve ls  

Amy two mans not under- 

In Figure 2.a, t he  resu l t s  indicated tha t  individual 

cal ibrat ion levels are s igni f icant ly  d i f f e ren t  from one 

another with respect t o  grand means. However, the s i g n i f i -  

cant effect of N may be due t o  the w i d e  var ia t ion f o r  the  

d i f fe ren t  number of sample s izes ,  It is  therefore desirable  

to  investigate the values of N a t  sample s i z e s  M = 5, 10 and 

15, 

averaged out the variation, For example, there w a s  a s ig-  

n i f ican t  difference from one level t o  the other  when a sam- 

p le  of fi\re a t  each level was talcen, and there  w a s  no s ig-  

nificance between 2 and 3 leve ls  and a180 between 5 and 4 

As exhibited i n  Figure 2,a, an increase i n  sample s i z e  



levels when a sample of 15 a t  each level w a s  taken. It is  

a l so  worth noting that there exists a s ignif icant  least 

e r r o r  when a cal ibrat ion level N equals t o  two was used. 

This is t rue  whenever the sample s i z e  is e i t h e r  5 ,  10, o r  

15 points. 

In  Figure 2.b, the resu l t s  revealed that d i f fe ren t  

sample s izes  a t  each level  were signif icant  from one another. 

However, the select ion of sample s i zes  may cause a s l i g h t  

va r i ab i l i t y  t o  the system's precision. 

selected a t  0.2%, there w a s  a s ignif icant  difference between 

5 and 10 samples, and there  w a s  not a s ignif icant  difference 

between 10 and 15 samples. 

either t o  0.6% o r  1.076, 

di f fe ren t  between 10 and 15 samples. Hence ten samples a t  

each l eve l  may be adequate provided that t h e  system's pre- 

c is ion is  assured equal t o  0.2% or less; othexwise, sample 

s i ze  must be a t  least f i f teen.  

When precision w a s  

If the precision w e r e  reduced 

it would also become s igni f icant ly  

It would bedesirable a t  th i s  point t o  know how far  the 

s ignif icant  polynomial coeff ic ients  may vary while the pres- 

ent  conclusions s t i l l  hold true. For t h i s  purpose Duncan's 

Multiple Range T e s t  was again used to  test f o r  A3 and Ab. 

The re su l t s  a r e  summarized i n  Figure 2.c and 2.d. For the 

grand mean of Ag, no s ignif icant  difference w a s  indicated 

between 0.0 and 0.3 nor between 0.3 and 0.6. For the grand 

mean of A4, no s ignif icant  difference w a s  indicated between 

0.00 and 0.10 nor between O.lO,and 0.05. I f  a sample of 5 
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o r  10 is used a t  each level as shown i n  Figure 1.c and led, 

there appears t o  be no s ignif icant  difference among a l l  three 

leve ls  of Ag and 4. 

the  third degree and the fourth degree may vary through 0.6 

and 0.3 respectively,  and W i l l  not affect the estimation of 

parameters provided tha t  e i the r  ten o r  f i f t e e n  samples are 

used. 

This means that the coeff ic ients  of 

The Significant Interact ion Effects 

In applyiihe general procedure of Duncan's T e s t  t h e  num- 

ber of comparisons increases rapidly if the number of levels  

being compared becomes large,  

dix B would need 11 + 10 + ..,.....+ 2 + 1 = 66 comparisons 

t o  perform Duncan's Multiple Range Tes t .  In  pract ice ,  a 

For instance, Table 1 7  i n  Appen- 

short-cut method ( 5 )  reduces t h i s  method t o  only ten compari- 

sons, 

l e v e l  associated w i t h  each mean from the la rges t  observed mean. 

Any mean which is less than this  difference is considered s ig-  

n i f  icant  . 
This concept of significance w i l l  always hold t r u e  s ince 

the Leas t  Signif icant  Range (or LSR) becomes smaller as a de- 

crease i n  subset s i z e  occurs. This idea was repeatedly used 

i n  t h i s  short-cut i n  tes t ing  f o r  s ignif icant  interact ions and 

the computations are presented i n  Appendix B. 

of the computations is  exhibited i n  Figure 3 ,  

The first s tep  is t o  subtract  the  least s ign i f icant  

The sumnary 
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Figure 2 

1 
I 
8 
I 
8 
1 

THE SUMARIZED RESULTS OF DUNCAN'S WLTIPLE RANGE TESTS 

FOR THE SIGNIFICANT W I N  EFFECTS 

2.a T e s t s  With Respect To The Number O f  Calibration Level N; 

1. Grand Means: 2 3 5 4 -- - - 
--- 2 3 5 - 4 2. Sample Size M = 5 

-- 2 3 5 4 3. Sample Size M = 10 

4. Sample Size M = 15 2 3 5 4 

2.b T e s t s  With Respect To The Sample Size A t  Each Calibration 
Level M: 

--- 1s 10 5 

2.  Precision S = 0.2%: 15 10 - 5 

1. Grand Means: 

15 10 5 --- 3. Precision S = 0.6%: 

4. Precision S = 1.096: --- 15 10 5 

2.c T e s t s  With Respect To The Third-Degree Coefficient A3; 

.6 1. Grand Means: 00 03 

2. Sample Size M = 5: .O 03 .6 

3. Sample S i z e  M = 10 .O .3 .6 

4. Sample S i z e  M = 15:.0 03 .6 
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Figure 2 (Continued) 

2,d Tests With Respect To The Fourth-Degree Coefficient Ab: 

1, Grand Means : 00 10 
.OS 

2, Sample Size: M = 5 .OO 05 10 

3, Sample Size: M =: 10 .OO ,OS 010 

4, Sample Size: M = 15 .OO , 05 10 
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studying t h e  r e su l t s  of NXA4 in te rac t ion  i n  Figure 3.a, 

it may be noted tha t  those treatment combinations of same 

l eve l  of N and of d i f f e r e n t  level of A4 tend t o  be nonsigni- 

f ican t .  Table 12, components of variance, a l so  showed that 

the  effect of N in t o t a l  variance was a p p m x h t e l y  ten  times 

that of Ab, For these two reasons, a conclusion may be drawn 

tha t  t he  s ign i f icant  difference amng the M(Aq does not ind i -  

cate that a considerable in te rac t ion  effect between two fac- 

t o r s  is present, 

Similarly, referring to Figures 3,b, 3,d and 3,e, those 

s igni f icant  effects f o r  interact ions NXS, MXS and MXAk could 

not be regarded as interact ion e f f ec t s ,  

the considerably d i f fe ren t  weights of two factors .  

They resul ted from 

However, the w e i g h t s  for A3 and Ar, w e r e  not considerably 

d i f f e ren t ,  Hence, the s ign i f icant  error among the  lowest 

l eve l s  of A3XA4, can be regarded a s  a s igni f icant  in te rac t ion  

effect, For the other  levels, no significant interaction 

e f f e c t  can be recognized. 

The Estimated Parameters 

The optimal o r  sub-optimal estimates of the  parameters 

of the  simulated system can be made according t o  the r e s u l t s  

of a series of preceding t e s t e ,  Two ca l ibra t ion  l e v e l s  pm- 

vided the best f i t  t o  the present re la t ionship between the 

input and output of the system. More spec i f ica l ly ,  a l i nea r  

amdel, calibrated at zero volt  ,and a t  f i v e  vol t s ,  is  adequate 
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provided that a t  least 15 samples a t  each level  are taken, 

It is very important t o  note that th i s  statement is va l id  only 

if the l i n e a r i t y  character is t ics  of the telemetry system pre- 

vail,  

meters would be inval id  if the conditions, Viz, +* Age Ab, 

P;, varied widely f r o m  those considered i n  the experiment, 

That is, the results of the estimation of these para- 

In our siParlated e x p e r h i n t ,  the l i n e a r  characteristic 

is assumed existing in the system, 

s ider ing the errors for a l l  possible treatment combinations 

of the interact ion A2XA3XA,+, 

variance in Table! 9 s h d t h a t  the interact ion w a s  not s i g -  

nif icant .  

ence among a l l  treatment combinationa of this interact ion,  

This can be shown by con- 

The r e s u l t s  of analysis of 

In other  words, there was no s igni f icant  differ- 

Among these treatment combinations, Az(o,o,A3~o,o~A4~o,o) 

symbolizes a linear relationohip,1° Thus we may conelude that 

the e r r o r  produced by th i s  - l i n e  w a s  not s ign i f icant ly  d i f f e ren t  

f m m  t h a t  pmduced by other treatment combinations o r  curves, 

It follows that estimating the relat ionship of the spec i f ic  

system by a l i n e  is adequate a t  95% confidence level.  

This denotes the treatment combination of the 10 
e f fec t s  of A2, A3 and A& respectively at the 0.0,  0 . 0 ,  0.0 levels. 
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Consider anot- case where the actual =lationship 

is l inea r ,  symbolically, A2=A~=A~=0,0. Duncan's T e s t  w a s  

again performed over the  various ca l ibra t ion  levels, l u l ~ l y  

N = 2, 3, 4 or 5 , for this l i n e a r  model, It can be shown 

that the er rors  produced by various levels are not s i g n i f i -  

cant ly  d i f fe ren t ,  Consequently, more  ca l ibra t ion  levels are 

not always necessarily required f o r  f i t t i n g  a curve to a set 

of observed data. 

For another parameter, M, number of samples a t  each 

level, the  error produced by sampling f i f t e e n  points was 

s igni f icant ly  less than produced by t en  or five points, 

ever, the previous analyses gave no indication of whether or 

not a value of M grea ter  than 15 would continue t o  s ign i f i -  

cantly reduce the error, 

the system as high as 0.2% of full range, then ten sample 

points a t  0 and 5 vol t s  each are  sa t i s fac tory ,  

How- 

If we can control the precision of 

I 
I 
I 
1 
1 
1 
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CoNcwSIms 

This investigation has clarified the methodology pre- 

sented i n  Technical Report Number 9 ,  and expanded on some 

conditions considered in that report. 

perimentation conducted thmughout the course of th i s  work 

have revealed several points including: 

The research and ex- 

1. An experimental analysis of simulation data f o r  a 

telemetry system has indicated that the standard f i v e  s tep  

calfbration sequer?ce is n o t  thebest one to determine the 

' l inearity character ie t ics  of the system, 

leve ls  am adequate if at  least f i f t e e n  values a t  each leve l  

can be obtained. 

Two ca l ibra t ion  

2. The analyses have a l so  revealed tha t  the precision 

o r  noise of the system s igni f icant ly  a f f e c t s  the determina- 

t i on  of t h e  true l i nea r i ty  charac te r i s t ics  of the system. 

If the precision a t  less than or equal t o  0.2% of full range 

can be controlled, t en  values a t  0 and 5 volts  each are 

adequate . 



3, ynder the specif ic  precisions considered, the  

coeff ic ients  of the polynomial output may vary through 

1.50, 0.60 and 1.00 respectively f o r  the  second-degree, the 

third-degree and the fourth-degree, The optimal o r  subopti- 

mal select ions of cal ibrat ion leve l  and sample s i ze  w i l l  not 

be signif icant ly  affected by the  var ia t ions of coeff ic ients  

within these limits. 

As the basis of the above results, a simulated 

system w a s  developed ref lect ing the actual  s i tuat ions.  

techniques of orthogonal regression analysis  and variance 

analysis w e r e  employed i n  determining the parameters t o  be 

investigated,  

The 

Possible Sources of Error 

The most l i k e l y  source of e r r o r  is the assumption 

of the output function hi the form tf a p ~ l p ~ d d .  

Lyses throughout t h i s  khesis were based on th i s  assumption, 

If other  researches indicated that cer ta in  telemetry systems 

are t r u l y  non-polynomial, then the  regression model present- 

ed i n  t h i s  t hes i s  should be revised and the conclusions should 

be limited, 

The ana- 

One possible source of errors i n  the analysis of variance 

could be due t o  the confounding of the t h i r d  o r  higher degree 

interact ions with the random error. Even though the po6sible 

e r r o r  is nearly negligible,  the inference from analysis  of 
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variance may thus be affected. 

Finally,  t he  assumptions i n  regression analysis and 

the analysis of variance were accepted for t h i s  investigation. 

Signif icant  departures from the  assumptions would a f f ec t  the 

inferences made . 

Recommendations f o r  Future Research 

In addition t o  the areas recommended i n  Technical Report 

Number 9,  several areas of invest igat ion are a l so  open: 

1, This investigation has shown tha t  a t  least  f i f t e e n  

samples a t  each cal ibrat ion l eve l  are required f o r  

t he  present simulated conditions . 
clusions can be drawn as t o  the poss ib i l i t y  of re- 

quir ing mre than f i f t e e n  samples. 

search may be desirable  considering 15, 20 o r  more 

samples. 

However , no con- 

Extensive re- 

2. The precision levels  considered i n  t h i s  report  w e r e  

assumed t o  be between 0.2% and 1.% of full range. 

In  many PMJFM telemetry systems, however, precision 

measurements a re  frequently greater than 1%. For 

instance,  t he  overal l  l?M/FM mean precis ion of SA-8 

telemetry data was 2.708% (6). Hence, some values 

around t h i s  mean may warrant fur ther  investigation. 

3. This investigation has a lso shown tha t  a two-step 

ca l ibra t ion  sequence Is adequate. Hence, i t  is 

recommended f o r  an in f l igh t  experiment, using a two- 
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s t ep  ca l ibra t ion  sequence, t o  be conducted i n  order 

t o  verify the findings reported herein. 

4. Only the random noise  was considered i n  t h i s  i n v e s t i -  

gation. However, in  an ac tua l  s tep-cal ibrat ion se- 

quence, there  frequently ex is t s  an assignable e f f ec t  

which i s  called "damping" e f f e c t  i n  the  response 

( o r  output). This e f f e c t  usually makes the s igna l  

o s c i l l a t e  acceleratedly toward the posi t ion of 

command signal. The t i m e  i n t e rva l  of t h i s  t r ans i en t  

phenomenon var ies  with t h e  nature  of the system net-  

work and with each channel. Figure 4 ,  showing the  

load posi t ion plot ted against the, demonstrates 

a typ ica l  damping e f f e c t  t o  the  response of s t e p  

command signal. 

Since the  damping e f f e c t ,  when it is large enough, 

will a f fec t  the  determination of  the  parameters, 

namely, the number of ca l ibra t ion  levels and the  

sample s i z e  at each level.  Consequently, i t  is  

recommended t o  evaluate and quantify a mathematical 

expression f o r  t h i s  e f fec t .  

Finally i n  order t o  comply with t h e  u n i t  of inputs used 

i n  previous repor t s ,  it is  recornended f o r  fu tu re  simulation, 

tha t  the range of inputs be changed from a 0 t o  5 vol t s  t o  a 

0% t o  100% range. 
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l C - l  A c t g a l  Data due 
to Damping Zffect I 

S i m u l a t e d  D a t a  v i t h  
Noise 

T irne 

F I G U R E  4 A COKCEPTIYAL SEXUEXCE OF SIG3.AL 3Z;-’C??;SE 
TO STEP CCNMAND WI!CH DANPING iP3’iiCT 
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GLOSSARY OF SYMBOLS 

A. 

Al 

A2 

Ag 

A 4  

b Coefficients i n  the orthogonal polynomial output. 

C Combination. 

d.fiDegree of freedom, 

e Random er ror ,  

Intercept of the polynomial output, 

Firs t  degree coefficient of the polynomial output, 

Second degree coefficient of t h e  polynomial output, 

Third degree coefficient of the polynomial output. 

Fourth degree coefficient of t h e  polynomial output. 

f ( X) True mathematical relationship,  

P(X) Observed Mathematical relationship. 

FCP) Orthogonal expression of F (X). 

F V a l u e  of the P-distribution, 

i , j ,k, l ,m,n Indices of l e v e l s  o r  sumation. 

H 

N 

P 

R 

B 
s2 

ss 

Number of samples at each calibration level. 

Number of ca l ibra t ion  Levels. 

Orthogonal polynomial, 

Range of a mathematical relationship,  

Range of sample data, 

Sample Variance , 

Sum of Squares associated with a given effect. 

SSM Sum of squares f o r  mean. 

fhivrrre vadanca or unbiased estimate of a 
universe variance. 

ra Accuracy of telemetry system in terms of standard 
deviation , 
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re Standard deviation of random noise, 

1 
I 
I 
I 
I 

rp Precision of telemetry system in terms of standard devia- 
t ion .) 

Standard ermr of a f i t t i n g  curve, 
rYx 

/cA Universe mean, 

X Input value t o  the system in or ig ina l  uni t .  

x - Maximum input value in original  un i t ,  

X- Minimum input value i n  or ig ina l  un i t .  

y output value from the system. 

- -  Y,Yi Mean output value a t  each cal ibrat ion Level, 

Y^ b a s t  squares estimating equation, 

Z Coded input value used in the  orthogonal polynomial. 
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Total 

Mean 

64 

176.928 200.719 223,523 243.553 
. 146 . 165 -184 0200 

TABLE B-1 

L - 
Ranges 3.64 3.80 3.90 

DUNCAN'S MULTIPLE RANGE TEST AMONG THE NUMBER OF CALIBRATION 
tEVELS N WITH RESPECT TO GRAND MEANS 

1, In  the following table the values of the  ' t o t a l '  are 

obtained from Table 9 by s d n g  up the  correspondent 

cells and the  value0 of the *man* are obtained by di- 

viding the values of the  ' t o t a l '  by t h e  number t o  be 

sumned up. 

I N I  2 3 4 5 

2 2. From Table 10 t h e  error mean square, Se = ,0091 with 

degrees of freedom, df = 4576. Then the standard e r r o r  

of the mean is: S- - E= ,00272, 
1215 

3. From Table E (4). the  s ign i f icant  range for n2 = m 

is as follows (Since so f a r  no avai lable  t a b l e  as l a rge  

a s  f o r  df = 4576, the  values for Q) is  sa t i s f ac to ry ) ,  
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f S R  ,010 ,010 .on 

TABLE B-1 (Continued) 

i A A 

4, Multiplying by the standard error of .00272, the least 

significant ranges ( I S R )  are: 

**significant at 1% 

6, The results are dibittd in Figure 2.a.1, 
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P 2 3 4 

R a n g e s  3.64 3.80 3.90 
4 

TABLE B-2 

DUNCAN'S MULTIPLE RANGE TEST AMDNG THE NUMBER OF CALIBRATION 
LEVEL N WITH RESEPCT TO M = 5 

7 -  ~ ~ 

LSR -017 0,018 . 019 

I. 
N 2, 3 5 4 I 

T o t a l  78.167 88.216 95.901 106.840 

IMean I ,193 ,218 .238 -264 
~ 

2. From T a b l e  10, S: = ,0091 w i t h  df = 4576 
Then, the standard error is: 

3. From T a b l e  E (4), the significant ranges, for 

n2 = Q) are: 

1 P I 2 3 4 I 

5. Comparisons : 

0.264 - 0.193 = 0.071 > 0.019 ** 
0.264 - 0.218 = 0.046 > 0.018 ** 
0.264 - 0.238 = 0.026 > 0.017 ** 
0.238 - 0,193 = 0.045 > 0.018 ** 
0.238 - 0.218 = 0.020 > 0.017 ** 
0.218 - 0.193 = 0.025 > 0.017 ** 
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N 

Total 

Mean 

67 

2 3 5 4 

52.762 61.643 68.555 74,053 

0.130 0.152 0.169 0.183 

6. The results areexhibited in  Figure 2.a.2, 

TABLE B-3 

DUNCAN'S MULTIPLE RANGE TEST AMONG THE NUMBER OF CALIBRATION 
LEVEL IU WITH RESPECT IS3 M = 10 

2,3 ,4  are same as Table B-2, 

5 ,  Comparisons 

0.183 - 0,130 = 0.053 > 0.019 ** 
0,183 - 0.152 = 0.031 > 0,018 ** 
0.183 - 0,169 = 0.014 4 0,017 

0,169 - 0,130 = 0.039 > 0.018 +* 
0.169 - 0,152 = 0.017 = -0.017 ** 
0.152 - 0,130 = 0.022 > 0.017 ** 

6 ,  The Results are exhibited i n  Figure 2.a.3. 
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N 

TABLE B - 4  

2 3 5 4 

DUNCAN'S MULTIPLE RANGE TEST AMONG THE NUMBER OF CALIBRATION 
LEVEL N WITH RESPECT TO H = 1s 

T o t a l  

Mean 

1. 

4s- 999 50, 860 59,067 62 , 660 

, 114 ,126 , 146 0 155 

2,3,4 are the same as in Table B-2. 

5 ,  Comparisons : 

6.  The results are exhibi ted  i n  Figure 2.a.d. 



TABLE B-5 

M 

Total 
Mean 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 

15 10 5 

218.586 257,013 369.124 
0,135. 0,159 0.228 

DUNCAN'S MULTIPLE RANGE TEST AMONG THE SAMPLE SIZE M WITH 
RESPECT TO GRAND MEANS 

P 2 3 

2. Sf = 0,0091, df = 4576 
I 

P 

= ,00237 0.0091/ 
Se =J /1620 

2 3 

3. From Table E (41, the significant ranges, for n2 = 00 are: 

LSR 0 009 

I 1 Ranges1 3-64 3.80 

4. Multiplying by %, the LSR's are: 

6.  The results are exhibited in Figure 2.b.l. 
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Total 

Mean 

70 

23.835 28.817 39 . 060 
0.044 0.053 0.072 

TABLE B-6 

P 

DUNCAN’S MULTIPLE RANGE TEST AMONG THE SAMPLE OF SIZE M W I T H  
RESPECT TO PRECISION S 0.2 

2 3 

1. 

P I  15 10 5 

0,0091 
sj2 =J 540 = ,004 

3. Same as T a b l e  B-5 

4, 
1 I I 

. 015 .016 
c 

5 .  Comparisons : 

0.072 - 0.044 = 0.028 > 0.016 ** 
0.072 - 0.053 = 0,019 > 0.015 ** 
0.053 - 0.044 = 0.009< 0.01s 

6 .  The results are exhibited i n  Figure 2 .b .2 .  
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I 
I 
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1 
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M 

Total 
Mean 

7 1  

15. 10 5 

71.601 88.839 127.647 
0.133 0.165 0.236 

TABLE B-7 

M 

T o t a l  
Mean 

DUNCAN'S MULTIPLE RANGE TEST AMONG THE SAMPLE SIZE M WITH 
RESPECT TO PRECISION S = 0.6 

15 10 5 

123.150 139.357 202.417 
0.228 0.258 0.375 

2 * 3 * 4  are same as Table B-6 

5. Comparisons 

0.236 - 0.133 = 0.103 0.016 ** 
0.236 - 0.165 = 0.071 > 0.015 ** 
0.165 - 0,133 = 0.032 > 0.015 ** 

6.  The results are exhibited in F i g u r e  2.b.3. 

TABLE - 8 

DUNCAN'S MULTIPLE RANGE TEST AMDNG THE SAMPLE SIZE M WITH 
RESPECT To PRECISION S = 1.0 

2 , 3 , 4  are same as Table 8-6 



7 2  

A3 0.0 0 . 3  0.6 

Total 271.469 280.943 292 . 311 

M e  an 0.168 0.173 0 ,180  

L 

I 
I 
I 
I 
I 
1 

I 
I 
I 
1 
I 
I 

5.  Comparisons: 

0.375 - 0.228 = 0.147 >0.016 ** 
0.375 - 0.258 = 0 . 1 1 7 > 0 . 0 1 5  ** 
0.258 - 0.228 = 0.030) 0,015 ** 

6.  The r e s u l t s  are exhibited in Figure 2 . b . 4 .  

2 , 3 , 4  are same as Table B-5 

5 . Cogariroar : 

0.180 - 0.168 0.012 3 0.009 ** 
0.180 - 0.173 = 0 .007<  0.009 

0.173 - 0.168 = 0.168 < 0,009 

6. The results  are exhibited i n  Figure  2 . c . l .  
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A3 

Tot a1 

Mean 

TABLE B-10 

DUNCAN'S MULTIPLE RANGE TEST AMONG THE A3 COEFFICIENTS WITH 

RESPECT TO M = 5 

0.0 0.3 0.6 

117.799 122 . 443 128.882 

0.218 0.227 0.239 

2 ,3 ,4  are same as Table B-6 

5. Comparisons : 

0.239 - 0.218 = 0.021 0.016 ** 
0.239 - 0.227 = 0,012 0.015 

0.227 - 0.218 = 0.009 0.015 

6. The results are exhibited i n  Figure 2.c.2. 



1 

T o t a l  

Mean 
r 

TABLE B-11 

84.486 86.212 86.315 

0.156 0.160 0.160 

DUNCAN'S MULTIPLE RANGE TEST M N G  
RESPECT TO M = 

0.0 0.3 0.6 *3 
r 

T o t a l  69 . 184 72.288 77.114 

Mean 0.128 0.134 0.143 . 

74 

THE A3 COEFFICIENTS WXTH 
10 

1. - , 
0.0 I A3 I 0.3 0.6 

2,3,4 are same as T a b l e  B - 6 
5 . C o m p a r i s o n s  : 

0.160 - 0.156 = 0.004 4 0.016 
0.160 - 0.160 = 0,000 4 0.015 
0.160 - 0.156 = 0.004 0.015 

6.  The results are exhibited i n  Figure 2.c.3 

TABLE B - 1 2  

DUNCAN'S MULTIPLE RANGE TEST AMONG THE A3 COEFFICIENTS WXTH 
RESPECT TO M =: 15 
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0.00 0.10 0.05 
Ab 

TABLE B-13 

Mean 

DUNCAN'S MULTIPLE RANGE TEST AMONG THE A4 COEFFICIENTS W I T H  
RESPECT TO GRAND MEANS 

0.165 0 .177  0.179 

0.0 0.05 0.10 

I T o t a l  I 267.003 2 87 . 060 290.660 

T o t a l  

Mean 

113.305 126.885 128.934 

0.210 0.235 0.239 

TABLE B - 1 4  

DUNCAN'S MULTIPLE RANGE TEST AMONG THE Ab COEFFICIENTS WITH 
RESPECT TO M= 5 

2 , 3 , 4  are same as T a b l e  8-6 

5. Comparisons : 

0.239 - 0.210 = 0.029 > 0.016 ** 
0.239 - 0.235 = 0.004 4 0.01S 
0.235 - 0.210 = 0.025 > 0.015 ** 

6 .  The results are e x h i b i t e d  i n  Figure 2.d.2. 
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TABLE B-15 

DUNCAN'S MULTIPLE RANGE TEST ABDNG THE A4 COEFFICIENTS WITH 
RESPEm TO M=10 

A4 

Total  

Mean 

0.0 0.10 0.05 

82.627 86.455 87.931 

0.153 0.160 0.163 

2 ,3 ,4  are same as Table B-6 

5. Comparisons : 

0.163 - 0.153 = 0.010 4 0.016 
0.163 - 0.160 = 0.003 0.015 
0.160 - 0.153 = 0.007 4 0.015 

6.  The resul ts  are exhibited i n  Figure 2.d.3. 

A4 

TABLE B-16 

0.0 0.10 0.05 - 

DUNCAN'S MULTIPLE RANGE TEST M X 2  THE A4 WEFX?ICIE?FTS VITH 
RESPECT TO M=15 

Total  

Mean 

1. 
I 1 

71.071 71.671 75.844 

0.132 0.133 0.140 
I I J 

2,3,4 are s a m e  as Table B-6 

5. Comparisons : 

0.140 - 0.132 = 0.008 4 0.016 
0.140 - 0.133 = 0.007 1 0.015 
0.133 - 0.132 = 0.001 < 0.015 

6. The results  are exhibited i n  Figure 2.d.4. 
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